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Does the language we speak affect the way we think, and if so, how? Previous researchers have
considered this question by exploring the cognitive abilities of speakers of different languages. In the
present study, we looked for evidence of linguistic relativity within a language and within participants
by looking at memory recall for monolingual children ages 3–5 years old. At this age, children use
grammatical markers with variable fluency depending on ease of articulation: Children produce the
correct plural more often for vowel-final words (e.g., shoes) than plosive-final words (e.g., socks) and for
plosive-final words more often than sibilant-final words (e.g., dresses). We examined whether these
phonological principles governing plural production also influence children’s recall of the plurality of
seen objects. Fifty children were shown pictures of familiar objects presented as either singular or
multiple instances. After a break, they were required to indicate whether they saw the singular- or
multiple-instance version of each picture. Results show that children’s memory for object plurality does
depend on the phonology of the word. Subsequent tests of each child’s production ability showed a
correlation between a child’s memory and his or her ability to articulate novel plurals with the same
phonological properties. That is, what children can say impacts what they can remember.
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Does the language we speak shape the way we think? This
question, posed most explicitly by Benjamin Lee Whorf and Ed-
ward Sapir (Whorf, 1956), has motivated decades of research
exploring the ways in which memory, attention, and perception
differ among speakers of different languages (Boroditsky, 2001;
Fausey & Boroditsky, 2011; Frank, Everett, Fedorenko, & Gibson,
2008; Gentner & Goldin-Meadow, 2003; Roberson, Davies, &
Davidoff, 2000). The properties of language not only vary from
language to language, however; they also vary developmentally,
with children showing different levels of linguistic competence
from birth well into adolescence (Brown, 1973). One well-
documented example is the protracted development for the use of
the English plural (Berko, 1958; Ettlinger & Zapf, 2011). In the

present study, we explored how children’s memory for whether
they saw single or multiple instances of an object depends on their
language ability. Furthermore, whereas the Sapir–Whorf hypoth-
esis, or linguistic relativity, has traditionally been used to denote
the influence of semantic categories on thought (e.g., Bowerman &
Levinson, 2001), there is a wide range of linguistic knowledge and
linguistic abilities that may also influence cognition and percep-
tion. In the present study, then, we considered a novel linguistic
property, phonology, and its influence on thought. In particular, we
asked whether children’s plural memory depends on fluency with
plural production.

Research on linguistic relativity has generally focused on cross-
linguistic differences in categorization and perception (e.g., Bow-
erman & Levinson, 2001), but there is also strong evidence that the
ability to remember can also depend on properties of the native
language of the participant. For example, Fausey and Boroditsky
(2011) compared Spanish and English speakers’ recollection of
who did an action based on the observation that English speakers
tend to use agentive language for accidental events (e.g., She broke
the vase), whereas Spanish speakers tend to use the passive con-
struction (e.g., The vase broke). English speakers recalled the
agent more often than Spanish speakers, and similar effects are
also found for cross-linguistic differences in memory for colors
(Roberson et al., 2000) and motion scenes (Slobin, 2003).

There is also evidence that the presence or absence of number
terms (e.g., two, three, and so on) in a language can impact
cognitive processing (Dehaene, Spelke, Pinel, Stanescu, &
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Tsivkin, 1999). Speakers of the language spoken by the Pirahã lack
the ability to express exact quantity (Frank et al., 2008; Gordon,
2004). Although a strong form of linguistic relativity would predict
that the Pirahã would be limited in their ability to evaluate exact
quantities, Pirahã speakers have been shown to have the ability to
match large quantities of objects based on number (Frank et al.,
2008). However, the lack of linguistic number does negatively
impact their ability to make matches that require the use of
memory. Frank et al. (2008) argued that linguistic number serves
as a cognitive technology, with language acting as a tool for
creating mental representations that facilitate subsequent memory
processing. Although recent studies have challenged the notion
that the Pirahã can compare quantities with the same accuracy as
speakers of numeric languages (C. Everett & Madora, 2012), the
notion that language may function as a cognitive tool, either for
memory or for comparison purposes, is still a useful hypothesis.

Findings of researchers who have argued against the strong form
of linguistic relativity (e.g., Li, Abarbanell, Gleitman, & Papafra-
gou, 2011; Li & Gleitman, 2002; Papafragou, Hulbert, &
Trueswell, 2008; Papafragou, Massey, & Gleitman, 2002) are
generally compatible with the language as cognitive technology
hypothesis. Such studies generally have shown that lacking a
certain linguistic term leads to poorer performance in cognitive
tasks that may require use of that term but that participants are still
able to conceptualize or make use of the concept the term repre-
sents. For example, Li et al. (2011) showed that speakers of
Tenejapan Mayan, who lack egocentric direction terms (e.g., left,
right), do perform worse on orientation tasks that are egocentric
but still perform above chance.

There is, indeed, a vast body of literature exploring and review-
ing the relationship between language and thought and language
and memory, which is beyond the scope of the present article (see,
for example: Gleitman & Papafragou, 2005; Regier & Kay, 2009;
Wolff & Holmes, 2011). Notably, much of this research has
focused on differences between speakers of different languages
(e.g., in the studies cited, Spanish vs. English or Pirahã vs. Eng-
lish). However, people also vary in their linguistic competence
over the course of language development, from birth to adulthood,
with children learning new grammatical structures well into ado-
lescence. There is ambiguity in how these developmental changes
impact mental representations however. For example, the neural
representation of color categories in infants changes as they learn
color words (Franklin et al., 2008), but it is unclear the degree to
which this impacts behavior as Franklin, Clifford, Williamson, and
Davies (2005) argued that there is no impact of color terms on
memory. In fact, even as adults, the relationship between language
and color cognition is complex, with the magnitude of language
influence differing between left and right visual fields, likely due
to the lateralization of the lexicon (Gilbert, Regier, Kay, & Ivry,
2006). Thus, there not only appears to be differences in the
relationship between language and color categorization across
languages and across developmental periods, but even the eye used
in perception can be a confounding factor.

The relationship among language, thought, and memory has also
been examined through analysis of the morphological competence
in children. Specifically, Li, Ogura, Barner, Yang, and Carey
(2009) suggested that acquiring plural morphology is not, in fact,
necessary for learning the singular–plural distinction. More gen-
erally, studies in which the influence of language on memory in

children has been specifically examined suggest little or no effect
before the age of 6 years (Gathercole, 1998), as children are argued
to not subvocalize, for example, and thus do not substantively
differ in their ability to remember long versus short words (Yu-
zawa, 2001).

Experiments comparing adults with children or even children
of the same age with different grammatical abilities would not
reveal the causal relationship between language and thought
because of the parallel developmental trajectory of language
and other cognitive abilities. That is, adults generally have
better linguistic competence than children and also have better
memory, reasoning, and attentional abilities. We cannot draw
conclusions about the influence of language on thought given these
positive correlations, however.

This same issue of indeterminate causation affects cross-
linguistic research as well. For example, in the case of the agent
recall in the experiment contrasting English and Spanish speakers
(described earlier), it may be that English speakers care more about
agency than Spanish speakers because of culture and that may
have led to both the preference for the active grammatical con-
struction in the English language and better recall. The third factor
of culture is also proposed as the mechanism explaining the
relationship between language and thought among the Pirahã, with
culture argued to influence both (D. L. Everett, 2005). Thus,
cross-linguistic studies often cannot make claims about whether
language is influencing thought, thought is influencing language,
or some third factor, such as culture, is influencing both.

We can address this issue by recognizing that grammatical
competence in children depends not only on their learning some
aspect of grammar but also on their ability to use or say the
grammatical marker. This is a novel way of exploring the influence
of language on thought as previous studies, including those pre-
viously listed, generally focused on presence and absence or the
meaning of certain semantic categories. By looking at phonology
and articulatory ability, we introduce the notion that nonsemantic
domains may affect cognition as well.

A prime example of this idea is children’s use of the English
plural as mediated by phonology and ease of articulation. Children
begin to successfully use the –s plural (key–keys) before the –es
plural (watch–watches; Berko, 1958), and they use the –s plural on
vowel-final words (key–keys) before consonant-final words
(clock–clocks; Ettlinger & Zapf, 2011). The reason for the keys–
clocks difference is the challenge associated with saying (Mac-
Neilage & Davis, 2000) or hearing complex codas—a syllable
ending in multiple consonants—compared with simple codas—a
syllable ending in a single consonant. The plural for sibilant-final
words is even more complex, requiring schwa-insertion and an
additional syllable (–es), as well as being a far less frequent variant
of the English plural used in the most restricted context (Berko,
1958).

We considered whether these differences in children’s plural
production impact their ability to think about multiple objects by
testing their memory of objects previously seen. Our goal was to
assess the hypothesis that what is part of an individual child’s
language impacts his or her memory. By looking within subjects,
we controlled for culture, development, and the other confounds
that are part of the cross-linguistic research that we have discussed.
Based on previous research on child speech, we expected that
children would be more likely to remember the plurality of vowel-
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final words, followed by plosive-final (i.e., nonsibilant consonants
such as p, t, k), and then sibilant-final words. In other words, we
predicted children’s ability to recall the plurality of different
objects would be based on the phonology of the word, with words
that are articulatorily more difficult to pronounce in the plural
being harder to remember.

We expanded this analysis by considering individual differences
as well, looking at the production and memory abilities of each
individual child for each type of consonant. To do so, we also
considered the correlation between children’s ability to recall the
plurality of sibilant-final words and their ability to articulate the
plural for sibilant-final words, their recall and articulation of
plosive-final words, and their recall and articulation of vowel-final
words. If these correlations are significant, it would support the
hypothesis that what children can remember and, thus think, de-
pends, in part, on what they can say.

Method

Participants

Participants were 50 children (27 girls, 23 boys) between 30 and
56 months old (M � 39.5 months, SD � 4.3) from monolingual
English-speaking families.

Materials

A list of 36 imageable nouns was created (see Table 1) for the
memory test. Twelve words were vowel-final, 12 sibilant-final (s,
sh, j, ch) and 12 voiceless-plosive-final (p, t, k). All words were
regular plurals known by over 90% of 30-month olds according the
MacArthur Communicative Developmental Inventory (MCDI)
norms for receptive vocabulary (Fenson et al., 1994). Eight of 12
words for each condition were monosyllabic and four disyllabic.
These words were selected to increase the number of words
available, as there were an inadequate number of monosyllabic
words in each condition matching the described criteria.

For the subsequent production test, a set of 18 nonce words,
with the same phonological properties as the memory-test words,
were created (Table 2). Each word was paired with a picture of a
novel, unfamiliar object and was presented in random order.

Procedure

All participants were tested in a university lab or at a local day
care facility and received a children’s book for participating in the
experiment.

The memory test began with a training/familiarization phase
where participants saw pictures of 36 objects as either single or
multiple (four) instances (see Figure 1a). Half of the pictures were
of a single instance and half were of a multiple instance set,
balanced for phonological form and presented individually in
random order. The experimenter pointed to each picture and said,
“Look here!” to direct participants’ attention. The picture was
shown for 3 s beginning from when the participants first looked at
the picture. Participants were not asked to say anything; in partic-
ular, the children were not prompted to say the names of the
objects. After training, the children listened to classical music for
4 min and colored to increase task difficulty.

To avoid attention difficulties, each child participated in only 18
trials during the testing phase. A two-alternative forced-choice task
was used to display the singular and multiple instance pictures of
each object from the training/familiarization phase on a specially
designed board (see Figure 1b). Participants were prompted with
the question, “Which picture did you see?” and were asked to place
one of the two pictures in the center of the board. The trial lasted
until the participants placed one picture in the box. Neutral feed-
back was given after each trial.

Prior to exposure and the 18 test trials, participants were given
practice consisting of exposure to two pictures and two practice
test trials with right/wrong feedback given by reshowing the train-
ing page.

A production task was used to test their ability to produce the
plural. Each participant was given 18 trials of a wug test (Berko,

Table 1
Words Used in Memory Experiment Grouped by Ending With d=
Memory Performance and Singular and Plural Corpus
Frequency From the Brent Corpus of Child-Directed Speech,
Ratio and Log Ratio

Condition/word
ending d=

Frequency

Singular Plural Ratio
Ratio of

logs

Vowel-final
Bee 1.35 84 35 0.42 0.80
Boy 0.55 1,284 28 0.02 0.47
Cow 1.79 243 39 0.16 0.67
Eye 1.63 173 145 0.84 0.97
Key 0.60 13 73 5.62 1.67
Shoe 0.76 183 328 1.79 1.11
Toe 1.96 115 159 1.38 1.07
Tree 2.01 168 79 0.47 0.85
Cookie 1.52 161 47 0.29 0.76
Monkey 1.14 49 10 0.20 0.59
Pizza 1.30 2 0 0.00 0.00
Window 1.40 141 13 0.09 0.52

Plosive-final
Boat 0.34 54 7 0.13 0.49
Book 1.05 996 189 0.19 0.76
Boot 1.08 3 7 2.33 1.77
Coat 0.55 48 1 0.02 0.00
Cup 0.04 234 11 0.05 0.44
Duck 1.47 172 32 0.19 0.67
Hat 1.67 202 3 0.01 0.21
Sock 1.53 121 147 1.21 1.04
Basket 1.11 112 9 0.08 0.47
Bucket 0.55 44 11 0.25 0.63
Carrot 2.02 23 49 2.13 1.24
Firetruck 1.35 5 1 0.20 0.00

Sibilant-final
Brush 0.89 42 0 0.00 0.00
Bus 1.15 203 0 0.00 0.00
Dress 0.58 12 1 0.08 0.00
Horse 1.47 87 10 0.11 0.52
Hose 0.86 11 0 0.00 0.00
Juice 1.06 453 2 0.00 0.11
Nose 0.35 554 2 0.00 0.11
Purse 0.89 25 0 0.00 0.00
Necklace 0.52 3 0 0.00 0.00
Orange 0.50 150 19 0.13 0.59
Sandwich 1.39 13 0 0.00 0.00
Toothbrush 0.54 19 1 0.05 0.00
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1958). Each nonce word (Table 2) was paired with an unfamiliar
photograph (see Figure 2). Participants were presented with a
picture of a singular instance of the novel item (see Figure 2a), and
the experimenter said the name of the object. The participant was
then presented with a picture of two of the objects (see Figure 2b),
and the experimenter prompted the participant by telling the child,
“Look, now what’s here? What do you see?” and encouraging the
child to complete the sentence. The production test began with one
practice trial with a familiar object where feedback was given.

All testing sessions were video recorded for scoring purposes.
Scoring was done by an independent experimenter, and 25% of the
participants’ responses for both the memory and production tests were
scored by an additional experimenter with more than 99% agreement.
Memory scoring was based on which picture was first placed in the
center box. Production scoring was based on whether the plural
morpheme was at all audible in the participants’ productions.

Parents of the participants were asked to fill out the MCDI to
record the participants’ productive vocabulary (M � 588; SD �
83; range � 439–691).

Results

To assess recall, we used the d= measure of sensitivity from
signal detection theory for each participant for each condition. The
d= measure combines hits (child selected plural when child saw
plural) with correct rejections (child selected singular when child
saw singular) instead of simply using percentage correct on plural
items, wherein a d= of 0 indicates guessing or no recall of the
plurality of any images. This serves to mitigate possible biases for
singular or plural responses and is a more effective way of deter-
mining children’s sensitivity to a plural stimulus, given the large

amount of noise characteristic of children’s performance in behav-
ioral studies (Macmillan & Creelman, 2005). Furthermore, 13
children did respond with either all singular or all plural responses
to all of the items, indicating they did not understand the task.
These participants were excluded from the present analyses. Re-
sults including these 13 participants and using percentage correct
instead of d= are shown in the supplemental online materials. An
analysis of percentage correct reflects the same pattern of results.

In all conditions, children performed well overall, remembering
the plurality of the words significantly above chance—vowel-
final: t(36) � 8.9, p � .001; plosive-final: t(36) � 6.1, p � .001;
and sibilant-final: t(36) � 3.8, p � .001. A one-way within-subject
analysis of variance with phonological form as a fixed factor
(vowel-final, plosive-final, sibilant-final) and word and participant
as random factors were used to analyze d= performance on the
memory test. As shown in Figure 3, there is a significant effect of
the phonological ending of the word, F(2, 72) � 8.6, p � .001.
Paired post hoc t tests show that the plurality of vowel-final words
(e.g., shoes; d= � 2.3, standard error [SE] � 0.27) is remembered
more often than plosive-final words (e.g., socks; d= � 1.8, SE �
0.29), t(36) � 2.2, p � .036, d � 0.73; the plurality of plosive-final
words is remembered more often than sibilant-final words (e.g.,
dresses; d= � 1.2, SE � 0.32), t(36) � 2.1, p � .045, d � 0.70; and
the plurality of vowel-final words is remembered more often than
sibilant-final words, t(36) � 3.9, p � .001, d � 1.3.

Overall memory performance was moderately, but not signifi-
cantly, correlated with age, r(36) � .23, p � .16, and vocabulary,
r(36) � .31, p � .060, as measured by the MCDI (Fenson et al.,
1994). Breaking down performance by phonological condition
shows no significant correlations with age—vowel-final: r(36) �
.16; p � .33; plosive-final, r(36) � .19, p � .25; and sibilant-final:
r(36) � .28, p � .09. There is, however, a telling difference in
correlations between memory performance and vocabulary when
the data are broken down by phonological form (see Figure 4).
Specifically, there is a significant correlation for sibilant-final
words, r(36) � .44, p � .007, and for plosive-final words, r(36) �
.36, p � .029, and no correlation with vowel-final words, r(36) �
–.09, p � .59. This suggests that memory mirrors the development
of plural production, where children first develop mastery of the
pluralization of vowel-final words but still struggle with sibilant-
final words, with plosives somewhere in the middle.

We also examined the role word frequency and the ratio of
singular to plural frequency (extracted from the Brent corpus of

Table 2
Nonce Words Used for Plural Production Wug Test Grouped by
Ending

Vowel-final ending Plosive-final ending Sibilant-final ending

ree wug dus
kwee zeg tass
koe lib nush
vue geed niz
metoe nupick fipdis
foony blicket keedouch

Figure 1. (a) The experimenter shows the child 36 pictures—half single-instance sets, half multiple-(four)-
instance sets—in a book, and (b) the child is later tested on 18 of the photos seen earlier by moving the picture
he or she saw into the middle, lower box.
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child-directed speech (Brent & Siskind, 2001; see Table 1) has on
children’s memory performance. Indeed, the ratio of the log of
singular and plural frequencies are significantly different between
conditions, F(2, 33) � 9.6, p � .001, suggesting frequency may
play a role, though the ratio of raw frequencies is not significantly
different, F(2, 33) � 2.3, p � .11. There is, however, no evidence
for a difference between memory for words that are more frequent
in the plural than in the singular compared with the words that are
more frequent in the singular than the plural, unpaired t test:
t(6.4) � 1.1, p � .31, d � 0.37.

We also conducted an analysis of covariance of memory per-
formance with plural:singular and log(plural):log(singular) ratios
as continuous variables and word ending as a categorical factor to
assess whether word ending still significantly impacts memory
after frequency is controlled. The results show that ratio, F(1,
31) � 0.14, p � .70, and log ratio, F(1, 31) � 0.43, p � .52 are
not significant, but word ending remains marginally significant,
F(2, 32) � 3.1, p � .058. This finding suggests there may be some
impact of frequency, but word ending nevertheless has a margin-
ally significant effect beyond that. We discuss this point further in
the Discussion section.

Finally, we also considered the role each child’s individual
ability to produce the different plural forms relates to his or her
memory ability. After the memory test, each child participated in

a wug test (Berko, 1958) assessing their ability to produce the
plural for nonce words, with a focus on comparing vowel-final,
plosive-final, and sibilant-final words. Juxtaposing performance
on the memory test with each child’s production ability more
directly assesses whether the ability to produce certain grammat-
ical markers impacts cognitive abilities. In line with previous
research, children produced the correct plural form less often for
sibilant-final words (35%) than for the plosive- (66%), t(36) � 3.3,
p � .002, d � 1.1, and vowel-final (82%), t(36) � 5.7, p � .001,
d � 1.9, words and produced the correct plural form more often for
vowel-final than for plosive-final words with marginal signifi-
cance, t(36) � 2.0, p � .056, d � 0.67. It is important to note that
there is a correlation between a child’s performance in producing
the plural and his or her ability to recall plurality for sibilant-final
words, r(36) � .37, p � .02, plosive-final words, r(36) � .42, p �
.008, and vowel-final words, r(36) � .39, p � .014 (Figure 5). The
latter two are significant even after correcting for multiple com-
parisons (p � .017), whereas no other correlations are significant
(e.g., vowel production and sibilant production).

To summarize, there is a significant difference in children’s ability
to recall the plurality of different objects based on the phonology of
the word, with words that are articulatorily more difficult to pro-
nounce in the plural harder to remember. Furthermore, for each
individual child, there is a correlation between his or her ability to

Figure 2. Sample stimuli used for the production test. The singular-denoting page (a) was presented along with
one of the words from Table 2. The child was then asked to say the appropriate word for the picture in the
plural-denoting page (b).

Figure 3. Graph showing d= measure of performance on recall of object
plurality based on the phonological form of tested words. Error bars
indicate standard error.

Figure 4. Graph showing d= measure of performance on memory test
broken down by condition compared with a MacArthur Communicative
Developmental Inventory (MCDI) measure of vocabulary for each child.
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produce the plural for words with a certain ending and his or her
ability to recall the plurality of objects with that ending.

Discussion

Previous research has shown a relationship between language
and thought wherein the presence or absence of some grammatical
marker or category impacts some general cognitive ability, such as
memory. In the present study, we showed this same effect for
children with respect to recalling the number of seen objects based
on the phonology of the plural words. The difference in perfor-
mance across the three conditions—sibilant-final words (e.g.,
dresses), plosive-final words (e.g., socks), and vowel-final words
(e.g., shoes)—shows that children are better able to recall the
plurality of objects they saw for words where the plural is easier to
pronounce. This effect holds at the level of the individual as well,
wherein the ability to recall the plurality of words from each
condition correlates with a child’s ability to say the plural of nonce
words with the same phonological properties. This finding sug-
gests that not only is there a difference in word recall based on the
word’s articulatory difficulty but that there is also a relationship in
individuals, where a child’s ability to articulate certain sounds
relates to his or her ability to remember them.

Thus, we believe this is the first study to show an effect of
language on memory in young children. In previous research, it
has been argued that working memory in young children is lan-
guage independent, with subvocalization strategies and increased
verbal fluency beginning around the age of 6 years (Gathercole,
1998; Yuzawa, 2001). While some studies have shown possible
indirect linkages between language and memory beginning as
early as 4 years old (Gathercole, Pickering, Ambridge, & Wearing,
2004), our study is the first to find direct evidence for this link.

We believe this is also the first study to consider the impact of
phonology on cognition. Linguistic relativity is generally associ-
ated with the influence of semantic, and at times syntactic, prop-
erties on cognition and perception. By looking at production flu-
ency, we therefore explored a novel way in which language may
influence thought.

The current results provide insight into linguistic relativity unavail-
able from previous studies that analyzed data across languages
(Boroditsky, 2001; Frank et al., 2008; Gentner & Goldin-Meadow,
2003; Gleitman & Papafragou, 2005; Papafragou et al., 2008). By
comparing individuals who speak a single, common language, a
number of candidate explanations for the interaction between lan-
guage and thought were eliminated: the difference in memory for one

set of words versus the other cannot be ascribed to cultural or
cognitive differences between different populations or to testing en-
vironment. Instead, the difference can only be due to the words
themselves and, more likely, the phonology of the words. With
respect to causality, given the conditions in this study were phono-
logical and therefore linguistic in nature, we have clear evidence that
language is influencing thought. That is, unlike the previous examples
of differences in agent recall between English and Spanish speakers
(Fausey & Boroditsky, 2011) and differences in numerical recall
between Pirahã and English speakers (Frank et al., 2008), wherein
culture may be influencing both language and thought or thought may
be influencing language, the differences presented here represent a
clearer case of language influencing thought.

One alternate explanation we considered is the role that word
frequency has on children’s memory performance, given that fre-
quency has been shown to have an effect on adults’ speed of process-
ing of the plural form across a number of different languages (New,
Brysbaert, Segui, Ferrand, & Rastle, 2004). While there is no evi-
dence that frequency does play a role, it does seem to account for
some of the effects we found between conditions. In particular,
sibilant-final words (e.g., dresses) occur relatively less frequently in
the plural compared with vowel- (e.g., shoes) and plosive-final words
(e.g., ratio of dresses:dress is .08 while the ratio of shoes:shoe is 1.8).
It is crucial to note, however, that frequency and production difficulty
are not independent measures as it has been oft noted that things that
are easier to say occur more frequently in language (Langfitt et al.,
1986; Zipf, 1949). Thus, while we would ideally prefer to disentangle
the effects of phonology and frequency, the two are inextricably
linked. In fact, frequency may serve as one of the mechanisms by
which language influences memory as it is quite striking that of the
most common words known by children, words for objects that come
in groups, are often vowel-final (e.g., toes, keys, eyes). Future research
can explore this question further.

Frequency may also play a role at a broader level as the –s suffix
occurs more frequently than the –es suffix, possibly accounting for
poorer recall of sibilant-final words, which all take the –es suffix.
However, while this could account for the difference between
sibilant- and plosive-final words, it does not account for the
difference between vowel- and plosive-final words. More gener-
ally, even if word frequency could explain the difference in mem-
ory performance, it would only obviate the articulatory explanation
we highlighted in favor of a frequency-based one. The results
would still implicate language—either the frequency of different
allomorphs or the frequency of certain words in the singular or

Figure 5. Recall in each condition compared with production ability for each condition. Correlation for each
memory condition is strongest with the corresponding production condition, indicated by the bolded line.
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plural form—as affecting memory. Thus, while there is evidence
that some of the observed memory differences may be due to
frequency, this still represents evidence that memory for plurality
is driven by linguistic factors.

Future research can further address the distinction between
strong forms of linguistic relativity, where language determines
what can be conceptualized, and weaker forms of the hypothesis,
such as “thinking for speaking,” where speakers must attend to
certain aspects of the world to speak their language (Slobin, 2003),
and even more modest claims where linguistic constraints simply
act as minor and ephemeral adjustments on cognitive processing
(Gleitman & Papafragou, 2005). The present study does suggest
that language is acting as an augmenter to cognition, facilitating
recall (Fenson et al., 1994; Gentner & Goldin-Meadow, 2003),
rather than limiting thought. Those who subscribe to the strong
form of linguistic relativity with respect to number and phonology
would argue that children cannot even think about the plurality of
sibilant-final words because they lack the articulatory ability; this
is unlikely in light of evidence that Mandarin- and Japanese-
speaking children can make distinctions based on number before
acquiring plural marking (Li et al., 2009). Other studies of plural
recall and identification for children ages 2–5 years (Zapf & Smith,
2008, 2009) do show children successfully distinguishing single-
and multiple-instance sets. Given these findings, we may dismiss
the observation in this study that performance is not above chance
for many children (d= � 0 in Figure 5 for children with production
performance below �30%); instead, poor performance is likely
due to task difficulty rather than to children not distinguishing
single and multiple instances altogether.

Thus, these findings are compatible with the notion of cognitive
fluency, such that the ease with which information can be pro-
cessed impacts a range of diverse cognitive processes including
judgments of truth, calculations of frequency, memory, and pref-
erence (Alter & Oppenheimer, 2006; Hillary, Moelter, Schatz, &
Chute, 2001; Oppenheimer, 2008). For example, stocks with
names that are easier to pronounce perform better (Alter & Op-
penheimer, 2006), and recall of information is impacted by how
easy it is to read the font in which it is presented (Oppenheimer,
2008). In the present study, we find evidence that things that are
easier for children to say are also more easily remembered. Future
research, which can include adults and a wider range of words with
greater variation in difficulty of pronunciation, may provide in-
sight into the specific parameters of this relationship between
memory and ease of articulation. For example, it may be that at
extremes, words that are very hard to pronounce may be more
easily remembered because they stand out more (Zipf, 1949).

Finally, another crucial question concerns the mechanism of
how language influences thought and, in particular, how phonol-
ogy influences memory in children. One possibility is that it
involves subvocalization of the stimulus by the children, the idea
being that children that can better articulate a subvocalized stim-
ulus and, thus, can more accurately encode its memory. Indeed,
this is a hypothesized mechanism for phonological effects on
verbal working memory wherein adult participants who are pro-
hibited from subvocalizing, by virtue of having to articulate irrel-
evant information, perform worse on a verbal working-memory
task (Baddeley & Hitch, 1974; Cole & Young, 1975).

There is reason to believe this is not the case in the present
study, however. First, the task used here is a visual memory task,

and the subvocalization effect effectively disappears for visual
working memory (Salamé & Baddeley, 1982). Furthermore, it has
been suggested that children do not subvocalize (Gathercole, 1998;
Yuzawa, 2001). Experiments wherein participants are forced to
vocalize the stimulus they see, or are inhibited from vocalizing by
being forced to vocalize an irrelevant stimulus, can test this hy-
pothesis directly. If subvocalization does not appear to be a factor,
there are a number of other hypotheses and questions to consider.
Is the observed effect associated more with the encoding of mem-
ory, the maintenance of memory storage, or with memory recall?
In all cases, does improved articulatory ability sharpen the mental
representation of associated words? Does the effect persist over
longer periods of time, where working memory, which is modality
specific (Baddeley, 1992; Baddeley, Thomson, & Buchanan,
1975), is less relevant and long-term memory plays a great role?
While this study was not designed to address these questions,
future studies can hopefully provide insight into the mechanisms
by which child language development impacts memory.
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